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The c o n v o l u t i o n  product  of so(t) with g ( t ) :  

io(t) = * dt). 

I Reproduced from 
best available copy 



q ( t )  = 0 f o r  t . <  0. 



Just like Q(T), A(v)  i s  a r e a l  ar,d even ?zct.fer~. 

-.\, A. ,L  3 response yo(t) t h a t  t h e  filter g(t) pro&xcs ,”c=. z p < ~ ]  ”Ls: 
3 

a l s o  a stationary random second order f u x t i o n ,  zzd fts zver~ge 
v t i l w  is zero.  
- ~ ~ A c ~ e r - k k i n c h i r .  -t 

+ 
Its spectral energy density a(w) is, Z ~ G Z  t h e  

theorern, e q u a l  t o  t h e  r,ro&act of X(V) ~ I I  s ~ y m  . 

- of  t h e  mr~dulus of G(v) :  
. .  

- -  
Ai! 



This new f u n c t i o n  is representecl In the f c m  

T T 
h ( t )  = 1 f o r  - - - < g < -  3 2 

= 0 o u t s i d e  t h i s  range. 

T.;. 
r . . ~  filter .g( t )  then produces t h e  response 



7 :  is t h i s  secosd aspect t hz t  xe  w i l l  consider. 
7::: o9cr:iticn so d e f i n e d  is (Figure 2 )  chat 8 new ZmctPon p,!C.) c r -  

Tac T E ~ S U L ~  c4r 

xJ5) such t h a t :  
CT 

! 

. -. 
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c h c  F o u r i e r  t rxsfom of 

.and z standard deviation ua such thzt :  



., ne obtain (see appenciix) : 

, 

e- I 



L -u 

rn' Fourier trarisfom of h( t )  is: 

_. : 

. -. 
.I__ . . i .% . 

. .. ,. . .  . .- - 

- .  

. . -. . 

T n i s  is tne sum of a geometric proeession: 

I with r h e  f i rs t  tern: a = I 
- with zrgurrrent : r = e m .  

- wlth last term: m =*ey*-'*. 
3r.d 5:. has the value: 

mr-a  
H(v) = -- r - 1  



!?. . . Cnnvolution and Cross-Correlztion. 

I 



. 
Equnttlon (27) can be written as: 

. .  

1 - 
The functlo2 l(t) is sinusoidzl w i t h  -,crfod To =vo , c-, c 

ccei 'f iclents a '  znd b' w e  tne coe f f i c i en t s  f o r  :be v ter- cf 5% 
Y o w i e r  se r ies  which i den t i ca l ly  re2resents  f (t) in tbig a t e r a  

0 

f 0 
t:  

In > a r t i c u l a r ,  t h i s  is appl i ed  to 

/ o m  = sdq i =&r, 
. '  <,::e sazi of the sinusoidzl wave 



a ' + ,  . 
i i .  . ~ ~ : e c t  on the signal. 

. .  

1 3 )  E f f e c t  or! noise. 

';;int?.;oidal wick t .hc sane p e r i o d  as the sigrizl, sad whose q I f t ~ ~ 5 c  
I_ vt..... i- n .9 ?:?ase are  rar.don., 



R rt e r cvaPuat i o n  

b e c o m s  

of -/J, (VI:* , the equation 

2 .. . .  1 

us r e c a l l  that 

'de p u t :  

is the spectral  energy 

cr ' ,= l+I ,  

Y 

. .  



i 

arid, f o r  T t KT (as we are azsuning here), 
0 

x, = o  

o t h e r ,  w h l c t :  l eads  to: 

by writing 

. . ’ snd 
. .  , .  



A(- 'I) = A(V). 

The f u n c t i o n  

.:3 ckeracterizee 5y: 

29 



A' 

--- 

t h e  

S/U 

s/% .a- 

g = -* 

/, 

evzluate graphically. It fs of the c x k r  of: 
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that I S ,  

. .  
Figure 5. Summation principle. ' *  

. . ,  
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A.  Effect on the  Simal. 
Er '! 
z 

with 

which leads t o  

- 
When To, the width of the elementary segment' 5.8 equal CCO V u  = Jd the perlod of the sinusoidal nave, then: 

,. - , .-. - 's . I .. - . * y  - ----..I 

.I.% 7 4  _I -. - a: 

8 , e >  JAV) - - e-y*  +..v3, -E, 5 e N v  - v 3  - w.), a - 

with 

We rederive the result, evident a prlork, that the adciftfcm or 
11 periods of' a slnusoldal wave i n  phase leads, afXer divfsio~~ b~ ZI, 

t o  an identical period of this sinusoidal wave.. 

If To is seen t o  be different from l/vo, the function %,(+) *Zs 

sinusoidal wave with an amplitude reduced by the mlko.ok 
rin-w.T.,:and with phase equal to: 

[9 f P.m-1) T&, 

In addition, the part of i(t) of i,(t) is not equal zo*- 
t o  a period of so(t).  

34 



B. Effect on the Noise. 

Applied t o  noise, Equation (52) is written as: 

The function y( t ) :  
y&)'- GO* go.' 

I .  * 

* - .  
?! 1 I-1 
tm-- c 4+.& 

.. r, < t:< i, + T., 

d *- 
I. ti#. 
L e -  

with: 

.. 

I s  part of y,(t) taken over the Interval % , $ h & ~ ~ - ~  e Its 
tical properties are, therefore, those of y,(t)., 

*. 

The spectral energy density of yo(t)  is 

-mu) ,- IY4.1G(*)pa 

with 

Prom t h i s  we deduce its correlation function 

that  is, 

and its standard deviation aN: 

The function Ic(~)y, a which is.periodic, includes a serfrss'& 
main lobes: 

I' - at  Intervals of l/To 

- Of height 1 OF POOR Q u m  
of base 2/NT, 1ORIGINAL PAGE - 



- of total area, including the related 8eCOndary U-s, =a!, 
._ 

to l/NT,. 

I n  Figure 6 we have shown the product of m~p- and A(w)- As t’rpe,r 
hatched area is  proportional t o  a$ and the t o t i  a r e a - l s  g r o ; ; % ? t f ~ - z ~  
t o  aO2 (square of .  the standard deviatfon of the-noise b3cZu.r-e & -  - -  

the. improvement in aignalqto-noise ratio due to-the _ _ _  S U E Z L Z L ~ Z ~ :  - -  - 
- ___-_ - - - -_-- -- - . I -. .- - . 

can be evaluated very simply from t h i s  fsgure. In general, 2% PS *- 
proximately: 

2 The minimum value of aN: 
- .  

C62j 

I 

Is obtained when the f i l ter  that precedes the swimation has a baxtd-; 

.Jc. pass B less than or equal to  l/To and centered at vo = m0. 
-* 

.Y 
* I .  

These results have been obtained in i t ia l ly  (Vfnohnr, 19593 by 
directly evaluating the correlation function R(r) of: 5 

I 

From Equation (59) we then deduce the spectral energy aerISXW c 
the noise after summation 

i n  t h i s  particular case. 

- 
In  t h i s  form, the calculations are fairly long, asd 3. -Irraz 

c2, p. 3093 has shown that this .  question could be treated xiare  s m  
and more logically by start ing fYom Equation (52). *In the kcwk t q  



. .r 

L *  

. .  . I  1 

'il' . , 

' ,  . J  ,,. ) J : 

c' 

Figure 6 .  Noise energy after summation. 

Y.  W. Lee 1163 we can f ind a demonstration of Equation (501) fra aa 
analogous form. 



A. Summation of N Period.8 and Convolution of the Pasarll’b %%th a 

As far a8 the signal a8 well as the noise are coneerrid, t-i 
is  an i d e n t i t y  between: 

- +  the convolution by ~2/&T,)oa3fii;fJ of the reco-g ‘&ken G V ~ J  

- and the summation of N consecutive segments of WAdth 
the i n t e r v a l  T + NT, (wi th ,  let us recall, vo - Ino); 
followed by the convolution of the result with @&)am&& 

In effect,  we can eas i ly  establish the relationship 

. Furthermore, r e  veri fy  that, for the noise, Equation (37) ap- 
p l i e d  to T + NT,, 

I ”  ’ ~ -- - 1 - 7  

. _ .  .L. 

is lden‘tica 

On the other  hand, as was seen in section XI, ye can b i t e ,  Y 



Now, this i s  preciaely the sarfie value 
) 

1c - -  c 5 

cg3r -4 .(e& & 
:% 

which precedes it has a bandpass Ti less tWs or equal to mc e -5 L? 

1 .  ST* - 
2 .? tha t  I s  obtained i n  the case oi” surmna~fcm alone, -icben fbe Llfx=er 

centered at  vo = l /To (sectlon I I I B ) .  Thus when the fS.%er fs s-g- F‘ x 
ficiently selective, it i s  useless t o  cam7 oat th5 cos701~ztfsr:-Sc,h~ 
p(r) - (OjTJ om 2nv,1., In t h i s  form, the convoluHon therefme zspezzzs ”. 
to be a process complementary t o  the sumation, a process *ctL a&-’ 
lows us t o  obtain  the minimum noise energy regardless of the 

l a t t er  is  already suff ic ient .  

- .  

- i. 
se l ec t iv i ty  of the e l ec tr i c  filter, but which is superflua-zs -x&z Zk:; e 

1 .  

; I  
? 

4- ’ 

B. Resolut ion into Fourier Series and P l o t  of the Term pCZtQ B e -  +-’ i 
?-* 

quency vn. * sr* 

Ne have seen i n  section IIB that the result l(t) of th- c s z m z .  
t i o n  of fo(t) with (~,%T,)cos~w.# on the I n t e r v a l - ~ ~ ~ & ~ < t ~  LmllWmL 

d c  ’ y ;  whose coefklcielsts tksss, I s  sinusoidal with period To - l l v  
for the vo term, of  the i n f i n i t e  Fourier series wMch fdeat‘ic=- , i j .  

represents the recording of the signal and the noise in tXs fn=ema& 

> .$‘* 
In practice, it i s  simpler to  obtain l(t) and then to evapzsaL- 

0 

b- %he * *  ? : “ I  € 

two q u a n t i t i e s :  L ;* 
-7  - .  _ - -  . -  

i 
I - > = *  

_I -3 

and to form 

-39 



C. Study of t h e  Slnusoidal Wave by Least Squares. 

U n t i l  now, the processing of the recorded data hzs e s s e ~ Z ~ ~  
been considered In  terms of l i n e a r l y  smothing the frequezz7 s,c- 
Because t h e  signal is monochronatic, it is, i n  eifect, 1~ixmz1 tC try 

order t o  reduce the standard devia t ion  of the nofse- Since t& 2Zzd 

f i l t e r  i s  one that does no t  pass frequencies other ttvl wo ar-3 - T J ~ ~  

t he  convolution by w9 - (2fl )  001 t a r ,# ,  a linear samot- ol' g z k z  , 

t o  reduce the cont r ibu t ion  of frequencies other than va a5-v 0 -  *- I ic 

I 

( f o r  an i n f i n i t e  durat ion of observation) w e  have therefore c w  &fzE!x! 

Another posaible approach f o r  improving the signal-tG4loZse 2atlo 
cons is t s ,  t h i s  time i n  the domain of t i m e ,  of studying the s'lnn..;oida 
wave of frequency vo, wnlch best lends  itself, In  tte s r z  0: -2zA 
squares, t o  recording the  s igna l  and the noise. It is fair27 r e d  
able  that  this second approach leads, i n  the case of a s*kxuc*L&I 

uave (as, moreover, I n  t h e  case of a DC signal),.to an IOerrtfcal 
r e s u l t .  I n  e f f e c t ,  l e t :  

be a s inusoida l  wave of frequency vn such that: 

, 

- -  
I49 - A c o l l t x v o t + S d r r t r r , ~  f 

Is minimum. This condi t ion I s  r e a l i z e d  by A and B such tMZ: 

that is [I, p. 673:  

40 



D. Summation of N Periods and Perforning B or C on the ?~sc",;c,, 

For a recording of the duration To the operations delt5as3 2~. 
B and C are identical t o  convolution by g(9- @ ~ J U M & - ~  Ti 
conclusions of section A therefore apply Immediately, 



V a  DETERMINATION OF THE AMPLITUDE AND TlfE PIUSE OF TEE STGXUL, 
DISTRIBUTION LAWS. 

be the result of convolution by: 

of function: 

observed in the Interval: 
fA9 - #A9 ;t 

-- - . 

CW 
, 

we w f l l  assume In the following that the noise x,(t) 5s m s h  

The values of S' and 0' can be evaluated f r o m t u o  arbit- 

and 
3" 

C@ 

42 



By putt ing:  
24&'IC+c, 

and by replacing l(t) by its expression: 
~. .-...- 

with: 
-'&) 0 8&) - soor (em,# + q),' Y . + .  

The Equation (69) can be written as: 

by putting: 

$f *E 
J u s t  as we have seen In section 13, the quxztities I(C ;.a izz3 p- 3: 

i..+ 

~(i, c o  + TJ4)- are, Just l i k e  x , ( t ) ,  stationarg rmdon secos15 c*er y 

average value of zero and their standard deviations"< arid u&%- 
are given by Equation (37). 
Equation (A-12): 

funct ions and with gaussian probability densities. TaeF bwrs zn 
ry3 

Their  correlation coefficient Zs f2can 

0~IGmfi  Is 
-QE POOR . - q d  r: 



These two quantities are therefore practically l&epecZe-sC, *+ 
particular the sam,e holds for the Fourier coeflcicfents ca arxZ &r 

f ined  by the Equation (731, and we w i l l  make use of tlsss fa% ,+o sf=& 
the  s ta t i s t i ca l  properties of 5' and of 4". 

Y .Y 

I 

B. The Energy of the Signal  and the Energy of the E~iae, 

From Equation (70) w e  deduce: 
, . .  ... . ,. . 

or : 

The quantities and yu+idi8 are evaluated f r o m  Equation (37); "um 

their awn, which we will designate by: , ,  

t h e  cross term in $XGa&,ii disappears, and we have exactly: 

To the energy of the signal S 2 is added the energg of +3e xiazS 

br not too different  from 2A,/T (Equation 47). 

Otherwise, and t h i s  time i n  an approximate io-, ue hare: 

c 78 

Similarly t o  the case of the sumnation, Equation (75) %s w3-l 
the results relative to  the case where there is sar;3lin$ (sectPaz 
VI, B-b) , have been I n i t i a l l y  obtained 1321 by , d w c t l g  evaIcat= 

from the ,equation (73) by re 

v &- ., = j?. ". 
3 . .  

W . r S + ; i '  

p k )  ", MQ.*JZ - t). 
< - *  

- -  . 
4 . 4  a x C C 4  a i  

1 

44 



Relative to  the study of spectroscopy by P o ~ A -  t-Cc=E 

Madame J. Connes [7, 81 has, i n  an approximate fom wMch --I=L%s 

neglecting i n  [J.(v)~c (defined by Equation 21) the cfoss *- 
contains a ,  extended the results of this section to a -era1 case 
where the function h ( t )  which multiplies fo(t) is ar2ritrw (- 
the work of J .  Arsac c2, p.  3263. 

C. Distribution Law of S'. 

We seek the probability density P(S' 1' 'of: 

.. '.-T fic - - - -  . " . Y  . ,  - d G z P  + (8 -P =bP*x) 
- L d a  

and the probability densit ies:  

For a different problem, that of dotermh- tbe dis  a 4  br ZYef F 

law of the envelope of  a carrier signal  onto whlch a gacssfazmf 
is superposed, t h e  probability density of an analogous q-tftp S 
but  with b - 0 ,  has been equated by several authors (for exzzp:e, 
see references [lo and 113). 
generalizing to  the case where b C 0 ,  

Here we take up these calcU.zt',o= 

L e t :  

. .  . 



The probabi l i ty  of  having 
both x and y ,  respective12 * equal 
to two given values or a f i~ob- .  
a b i l i t y  denslty a t  a point M In 
the plane (Figure 7) i s :  

. 1 ,. . - , .<,? - .'P 

P U ~ W * W ) F ~ ~ >  4 8 r 4  * * : r  

: W,.J +*b71 . i > ' ; E  6 ?P [- tf I (*-3F+@ 

d 9 / I  t J * .* -# 't J- -J  $ 4  t .$ 4 1  Jt. 
.. 

Pigure  7. Geomtric 
t ion of the C O ~ O S f t i O n  os t-e 

., . -* * ,. i 1  . ~ erp ' I"'" d (Q'-v)] *:;, .: .i 

1 

. h  a * *  

This integral is easi ly  expressed as a modified Bessel f'unct-f 
of the first k i n d ' I  (2) and we f inal ly  have: 

0 -  



Figure 8,  from reference 
[I11 represents P(S*) as a func- 
tion of S'/u for different values 
of the parameter: 

' ' 8  q I -e 
= 4  

the ratlo of the amplitude of 
the sinusoidal signal t o  the 
standard deviation of ca and cb 
Let us recall  that Q is I&%%: 

Pigure if, b b & f T * c - -  L L I ' C J  C5-.3AdJ c--*-- oz* 
the axzplltuCe (S 13 t'e t- 
and u is the 3 t a r A z  €eY&Z3zz~i 
of the noise a%er cciziiok&+cf . .." i times smaller than the standard with a sinusoidal uave. 

deviation of the noise i n  the 
recording from which we have 
evaluated the Fourier coefficients 
(Equation 49). . 

Average Value and Standard Deviation. 

These quantities canbe expressed slmly as a fu.ncctXOn US Z -?- +*:= 
' 8  , s 
,u i s -  

In  the first case .i{<l.. Equations (80) become: 

of  (I! i n  the two cases ;- &= 1, and -% 1 [Uy 
U 

- . P  

. .- 
~ .Ii 

- _*. . -  

ca) *: . ,:;- ...... : - .A _. i , .- 
&- , 6. , 



When the  ratio q - S/o is srall, added t o  s t a t i s % l c a L  em: 
I 

characterized by us I s  a systematic indeterninacy fn tfe vz.kc GC S ' k  
8% 

rin the  average value of S* is a funct ion of Q (we wf1.l EL* CGZ z z f i - ~ . i  
-$ 

ogous conclusion deduced from d i r e c t  evaluat ion,  prOCCar ig  ZXZL 9' 
This indeterninacy could not 5c Cl2kZ.z t e d  

except perhaps by success ive  approxinations (it 1s nieamr3tLe ; G L S ~ ~  

t o  obtain an approximate value of S at the price  o r  23 %ri&-&z&=5 :: 
evaluation of u e i ther  by ca lcu la t ion  o r  by statistical s t e 7  cf t-hz 5 

recording of pure noise  x ( t ) ) .  
i s  i n  not carrying out a non-linear o2eration prhlch 5s eke e ~ z Z ~ : + Q l p  

of S' by Squation (71) which- once obtained the best g@ss%bl% s2g-z; 
nal-to-noise r a t i o .  

and u i ,  i n  reference [TI ) .  
1 

This shows the advantage *%a% Z k e x  

Thus, when we have a recording the length T'+ KTo at aizr &zcsa 
it is recommended: 

- t h a t  first the  summation of the N periods be teed oat, 

then the  anpl l tudes and the phase of the slnuso~dal wave or ","-& 

To be evaluated from t h e  r e s u l t ;  

- ra ther  than evaluat ing these q u a n t i t i e s  indepedeECl? fcr 
each of the  elemental  periods,  and then  carrying out the az?%tt-3ret2c 

average of the  N separate determinations.  

We have: 

The average value of S' t h i s  time is very l i t t l e  W r e x z C  
2. 
of ea and cb, that is, the 8tanUard doviatiall of the r e s a g  pctl 
of' the convolution of the noise with &)-=~(2&T&L&&a~ 

As t o  the  standard deviat ion us, it is practical- e f d  -& tPm 

: 

ORSGINAI; PAGE IS 
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Furthermore, we see Prom Figure 8 that P(S') is very Y Z L G ~  
approaching 8 gausslan distribution centered on S. 'Cxn tk;e  q - ~ i E g  
9 - S/u i s  large, the signal-to-noise ratio 0: t W ' ~ l . Z ~ t z &  
signal t o  the atandard deviatlon relative to this azplit& .is T E W .  

2d3z'- 

close t o :  

which, with Equation (471, i s :  
-. . -* 

. ?$ 
_ .  .. 

.-. 
D .  Distribution Law of 

The phase (0' 58 defined by: 

that  is: 
Y fg?* 3. -t 
2 

The respect ive  signs of x and y indicate in w h i c h  quadrazt t'z zzg3e: 
9' happens t o  fall between 0 and 2%. Its probabixtg d=nS'Lti Pcq') 3 
i s  evaluated in the same manner as in the above sec%ion LT -&tZrig f. 

that the probability that the phase should be Uith5.a the 

I *  

$> 

66' is: 

_ -  

PH is given by Equation (771, which leads to: 
. - 

After transformation, it gives: :. 



with: 

which I s  a function related to the errcr fus.c%fa and w'mfch is fad- 
tabulated, for example, in reference 193. 
x P dQI (9'- ill4 
and negative i n  the other case. 

me si- - Cmnt or 
is positive whenever cos (9' - 4) I s  pasLtf.;re, 

In Figure 9 we have shown P(p'--) as a function of - +I icm - -  
various values of the parameter: = 6. . I 

z 

When Slu 18 l a rge ,  t h i s  function approaches: 

which is very similar t o  a gaussian distribution, centered at 9' = 1 

and with a standard deviation: r-4 - where ah* is expressed in radians. 

Figure 9. ProbabiUty density of the phase.. 



VI. PROPERTIES AND FUNCTIONS OF THE ELECTRIC F l L W L  id 

The e l e c t r i c  f i l t e r  which precedes the convolutton &Lock 2 3s- 
Pigure 1) serve8 a double purpose. 

I 

First of a l l ,  i t  is d i rec t ly  involved as the linear f23ZeZ t * L f t i  
5: allowed us t o  improve the signal-to-noise ratio, and 5x1 t h h  FS=ZZ* r 

:-, 
g s u b s t i t u t e  t o  convolution. - 

I 

L. 

.-a 
* :  

I 

l it could be considered - a p r i o r i  a8 a complement or as a psss%le 

I 2; 

Then, and t h i s  is above a l l ,  what gives kiportance to Z ' L s  Z z - ' ,  

- e  
* I  

I 
ter, I t  allows us, a t  the  price of a slight reductioa fn the FkzL 

signal-to-noise r a t i o ,  t o  reduce t o  a ninir;rim the quant3t~ a5 i - 8 -  

t o  be used I n  the calculat ion.  
forms: sampling and quantization. On the one band, 3x1 eXeec:, Zks % 

noise after f i l t e r i n g ,  has a statisticalneFory relat+ to I t s  ccz- - 

r e l a t i o n  funct ion [5], and t h e  result then is  a cert& reCzzZzrics or; 

On the other  hand, because the  s i g n a l  is cont&ted hj -€si%, 'Lt 5s; 

1 1  

f '  

1 
This is done in tro'eozqlszes~~ '- 

-w data which allows us t o  use only discrete values obtained Sz s&L5x?g-,, I 

s u f f i c i e n t  t o  carry out the measurements with a p~ec%Sion as l a w  as * ,  

'*- 
' ' 3  

I .  the signal-to-noise ra t io  I s  small. 

These three aspects of the electric filter'are considered fn - 
" '< . 

%- 
'.? 
IC2 . r d  

:I k 

followe. 

A. Smoothinq '.3jt5 

Y:$! , 
The e l e c t r i c  f i l t e r s  are a particular class of 1Gear f n t e r s  3 

for t negative. !:$ 
fo(t) applied a t  the i n s t an t  t = 0 ,  is a response l(t) ubic'n aialves$ 
from a t r a n s i e n t  range of periodicity tow- a persanent 
such that: 

- 

characterized by t h e  f a c t  that  the  percussion response g $ t )  I s  zez?ok.p d 
I . (  Corresponding t o  a periodic or constant 2?iicSic= 
.* 

'--a I $<t>2: 



a.  Transient range 

The transient range, defined as the ti= a’; the begkz3-g cf 
which the amplitude of the response function I s  but a CrzctLcs c,” 
that correspon8ing to the permanent range, is of t k  afiez ol’ %Le 
inverse of the bandpass of the filter. 
8 narrow band f i l t e r ,  Kcpf’muller, quoted anow others 3 reL’zecee? 
1253, has ahown that the time A t  required for the cum& to -,us 
from the 10th t o  the 9th tenth of I t s  final value I s  

,. 
’*  

For exacqle, Zri  t3e ccse or’ 

.. . .. 
0.8; At - -V 

. .B 

where B is defined as the Interval between the frequencfes ZGF r=rfch 
t h e  attenuation i s  ljdi (where e is the exponent&). ’ 9 

Arsac [ Z ,  p. 2393 has shown by applying Bermstein’s thecrez, C,‘?zz S n  
case of a low pass f i l t e r  and a signal zero for t < 0 ancf ccssA- 

’ 

t > 0, the time At necessary for the response Arnction to rea& its 
maximum is’ such that: 

SM-mI7, 

where B is the maximum frequency transmitted by the lowpass fnter, 

b. Permanent range 

As far as the signal  I s  concerned, we have 

wlth 

which leads to  . ,- - , *  7’ F 

IJvl - e ($. ad- VJ a b  -k y 3  2 
S + 3 W V 3  -*A. --- - -  

The effect of the f i l t er  is  t o  modify the phase of the s-1 
and to  multiply its amplitude by: 



I 
As far as the  noise I s  concerned, its standard m t f G Z  3.s 

. i '  ") 

given by (section I A ) :  

with: 
:r L. d = r 4 V v V *  - 

a(*) - &S)*!WYp 

where Ai(v) %s the  spec t r a l  energfl density Of the noise E 2  r z * & *  

lng. We w i l l  assume i n  the following that At(v) .is c0nsCaS cU?C=e , 

~ noise) with the value Ai, which leads t o :  

* 4 v )  * * . .  4 IWvP - 
I c. Electric smoothing alone 

We could think of using exclusively an electric fZLter cL" ut= 
narrow bandpas8 centered on the frequency vo. 
graphically the  amplitude and phase of a period of the sinuscf&i 
image on a port ion of the recording corresponding to tbe =ezzazeC 
range (or considered as such) and from which w e  could 6edace t-Ee 

amplitude and t h e  phase of s0(t) from the susposcdly Inorn c - b ~ t m '  
i s t i c a  of t h e  f i l t e r .  

Ye orofid t k ~ c  mzL7a> r, 

',-$ 

- -  

< 
** - .: 

*I 

For such a method t o  be possible ,  the filter shoulti t a t  't;e tco ~ 

se lect ive  i n  order  that  the durat ion of the tqnsient --e 
ceed that of the w i n d o w  of observation, which leads to +'- conS?kon': 

"1" 

ex- 

. .  B > T  

For t h i s  t o  be e f f i c i e n t ,  that is, for this to avow -a c3- - . 
ta3.n all avai lab le  data without necess i t a t ing  a srrpjle==tla sxmS& 
lng operat ion,  the durat ion of the t r a n s i e n t  range should he 2.~~2 a 
l i t t l e  smaller than T. Lacking t h i s  condi t ion,  3x1 ezfect, o r  C the 
recmdIng8 I n  the permanent range only an interval eq- o m  fa 
of t h l s  signal would be used. 

When, on the other hand, this two-fold conCition is f K l f Z L T e d ,  
t h a t  is, when the bandpass of the f i l t e r  is of the oAer of -2, ttPeq: 
the use of an e l e c t r i c  f i l t e r  by itself leads to a ' s ~ - Z c + d . s e  - j .  _ .  

I- 

- 53 .  



' r a t i o  close to one given by - _  t h e  convolution with - f l ~ v F ) ~ % % = . f : ~  

A* In  effect, this so lu t ion  i s  hardly practicab1e,*becaase L C  

requires : 

- having observation windows of the sane duratfoa r ;  

- performing, when T is very l a rge ,  a very selective -t-- * 1  

and then we come face t o  face w i t h  t echn ica l  difficulties; 

- modifying t h e  tuning of the filter as a functfon of vo. 

4. E l e c t r i c  and mathemat.ica1 smoothing 

The convolution w i t h  &:) = (2m c c m t ~ , t ,  is spec i f i cUy  zn"Lc&lr 
'ThaC P: a8 we have seen, t o  the case when the  signal is sfnusof-W- 

when an e l e c t r i c  f i l t e r  precedes the recorder, the controS~Zcio czp 
be carried out only on the part TI of the record3ng comspx- t 
the permanent range 

7F-=T-&=,  

With this generally neg l ig ib l e  cor rec t ion ,  the results o r  sec- 

tion I1 are immediately appl icable .  We recall in parCic~lUr %-E: I 

standard deviat ion of the noise  a f t e r  convolution wit% d@l=@T)~a_ -- 

has the value (from Equation 47) : - - -  

where A, is the spectral energy density of the noise in tbe F ~ Q F ~  

a t  the frequency vo. 'With the  notation of sectlon VI m, - --- - PFe hzw 

which leads t o :  
A, A& lw\liS'' 



B. Sampling Followed by Convolution w i t h  a Slnusoldzl 

When the convolution w i t h  a sinusoidal wave (or one of tZe CTeP-.. 
- *&*e7 a t lons  which lead to an i d e n t i c a l  r e s u l t )  is camled out fL LeI- 

form, we sample the  observed function by seeking to e v e  tC, tke 
ling In t e rva l  f the  l a r g e s t  possible value zO1 

'- 

I n  a completely general fashion, given a function eonsLs%frrZ Gf ~ 

the  sum of a signal and a noise, a function to xxch %e a.gsZz 2, Z-xzB 

interval I s  r e l a t e d  t o  the following two-fold Conditfon: 

7 

nathenatlcal operator ,  the problem of choosing the 9 2 3 F S - a  - 
3 

t 
& 

r - as far as the s igna l  is concerned, it shoulci. not b z ~ e  
appreciable loss of information ( i n  other words, the s-m s'm-a 
not noticeably a f f e c t  the form of the final result); 

- as far as the noise I s  concerned, the stanCarcl.CeV~z%c=~ 

a f t e r  sampling and the appl ica t ion  of the mathematical cgezz5rrr c3es 
conslderation should not  exceed, by more than a e v e n  gepcez*- 
considered acceptable, the standard deviation tbkt ue orauLd 3 - e  fxn 
the absence of sampling. 

These condi t ions are independent, and lead to  two dfZierez& 
values ( T ~ ) ~  and ( T ~ ) ~ ,  respec t ive ly ,  where the opt- fr;tezzL -5 

the condition t h a t  these ca lcu la t ions  are present 
sln?le form, the evaluation of T~ can be carried out in 2 z f g ~ x s - -  
nanner: as the function Ls assumed t o  be s e x e d  vlth = kEezr?+=i 

T, we apply to such a s e r i e s  of d i s c r e t e  points the = a t C m a C l d  

6 .  

Q 
2s evident ly  the smaller of these two quan t i t i e s ,  The=%=. cz .'L& 

in a. s-Z2cfe~Zlj 

operator under considerat ion,  and w e  evaluate  
it concerns the signal as well as the noise. 

the result 85 2 i r - 2 5  

.- 
Ye can therefore f ~ -  ' 

_ -  



t h e  degree of degradation i n  the q u a l i t y  of this result as a f-&ctZazx 
' <  

of 7 ,  and thus  decide on the highest acceptable'v&ue oi 5 ,  %.ee, '1 

All t h i s  obviously assumes that the statistical props%feS 02 -: 

the noise are known, and that we have a minlmm OLD &tz QIP Zke  
l y t i c a l  form of the s i s a l .  I n  the case where t M s  IzSt cc*~S5tfszz 

I s  not r ea l i zed ,  It is possible ,  In generzl, to evalt;a';e ( T ~ > ~  &- 
proximately by a d i f f e r e n t  approach: that of the  sa~$* %'rrczs~ 

of Shannon [28]. 
Fourier transform s t r i c t l y  limited t o  an Interval B ,  an 'GXte  

I n  effect ,  we know that when a s+& s,Ct'l -k%s 

series of equid is tan t  d i s c r e t e  values at intervals lesp t a  CE eqssC 
I 

t o  1/2B is s u f f i c i e n t  t o  define so(t). We have: 

as the limiting case of the  representation of the function 87 &.sum 
of  t r a n s l a t e d  values i 3 3 .  I n  fact, the duration si c r E s e z ~ ~ 5 f ~ r i  cam 
not be infinite, and the  spectrum of the signal is 'generally ria% ': 
f i n i t e .  me quant i ty  1 / 2 ~ ,  meanwmle, represents 'a first a m -  
t i o n ,  as far as t h e  s i g n a l  and only the signal I s  concernedi, of the 
upper l i m i t  of the  sampling In te rva l .  

I n  the  present case, tha t  of the convolution, a t h  a S ~ G S O % & I  

wave, of the  recording over a finite duration T, nade 02' t're s-3 
Of a s inusoida l  wave of t h e  same per iodic i ty  and'a s?kt2Gn&z rcfse 
t he  rigorous evaluat ion of ' ( ' c ~ ) ~  and of (-c03& does nct p r ~ s f ? L /  ~7 
d i f f i c u l t y ,  For t h a t  of t h e  signal s,(t), it is s~YAcII~G'~, as ote 

will see below, tha t  the sampling i n t e r v a l  by a sut>ciL6fple o,D 

T - NT, d i f f e r e n t  from an i n t e g r a l  number of half perish, ZOT t3e 
r e s u l t  of the convolution t o  be I d e n t i c a l  to ao(t).  As ta t-ke e& 
uation of (fa)B, for t h e  noise, it follows imedfzteu ,Fmst-3= PE 
s u l t s  esta31lshed i n  section I: 

heme t h e  energy resposse in.terzas af 2xqcecc 
02' t h e  filter which precedes the recording,  an3 of' G(u), the spe& 

of the f u n c t i m  g(t) with which it is convoluted',' 

( T ~ ) ~  I s  a f.act%on of b,%h . ' 
e .  - A/;fQ4418, s 

' .  
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Therefore, let: 

be the result of sampling fo(t), taken on the' % n t e r ~ 2 l ' ~ ~ ~ & ~ - $ - ~ ~ -  -L=2 
with the sampling step being ;-G%TJ(s>:q(sect%on 14)- 
term in the ser ies  is  taken t o  be (n - 2) instead of tn'- 20; t k  

reasons indicated below. 

'ZLe -C@esZ 

This distribution f(t) i s  convoluted with: . 

The result is, as.we can immediately verify, a sirrusofW r6Ve OZ t-lre 
form: 

with 
'. . 

a. E f f e c t  on the signal. 

When the highest term In the series I s  (n - 21, t5e rc,sz:. ZCt) 
of t h e  sampling and of the convolution is  a sfnusoidaf'k~e PC=zt*%eaX,, 

to the sinusoidal object s,(t), whatever the n-er of s n L &  ~ o Z n & ~  
with the only condition that t be a subnultiple.of T = XT0, C.f,'reresxC; . G  

from an integral number of half-periods. 

. P -  

We c+ show t x s  s f n a  * .  
by replacing, i n  the expression of the Fourier transfbrn offCt) :  5 F: 

I(u) S E  &(+* EIW -1-Cr(rx . e.<x&)% . +- 
1. 

. .  . . _  - 

a -  
i ?? 

* .  

the  functions So(v) and G(v) by the ir  values (Equations 34 55) :%: 
' -3 .and by : $ 3  - e**- 

* (933.; : 
. . r - Y  



obtained f r o m  Equation (26) by replacing n by A-1. ,we' k2 .d  t'& 
the  indicated condit lons,I(v)  I s  equal to So(v). .. 

Applied to the signal s o ( t ) ,  t h e  equatiorb .(92) tkrefcir9 
vide i t n  Fourier coefficients a and b (this res& +s'@ven 5 s  
reference 11, p.  7293 In a more general fom, bue .Wick a S U S  
As 8 result, we have: 

d - o + i  9 P 

: Y r b + r t -  ' c w :  . <  

' . * .  
where c i  and 
the Fourier coeff ic ients  of the random slnusoidal~wave w-b€ch 2s 
superimposed on the s ignal .  

are, same as ea and cb glven'bg the Eq&b?iS ('75'/, 

lo. Effect on the noise. 

The blbliographical references are the s&e *&.those 02 sec%fca 

In particular,  the stardar&'dev"lat%on ca z% a 
V-B, and furthermore the conclusions of sections I, 1-i a& V z=e 
directly applicable. 
point located at a distance to + a from the 0&5a'is even ty t%e 
Equations (21), where H(v) i s  replaced by the.exp&ess+on (43;- 

Putting 

we obtain 



1 
. ,  Figure 10. Noise energy after sagl ing  xt'5&terval T, 

followed by convolution with a slnusoidalorave, 

. .  <! 

When t approaches zero, we again have ZqwlXon '(373,. Szz zs 'j I 
, 

---,'L 
in sect ion 11, the contribution of the cross-te&is cosle ' ,ely.  . . .  
negligible,  such that 6, is practical ly  independent of a aLc Z+ -* , .  
to u such that: . .  

which can be written, by putting &=4-=-43, 'as. 

with: 
. .  

?he function \3'(v)1* which multiplies A(u) i's sho& 'in BO, . _ .  It is periodic, and Includes a series of main lobes:. 

ORJGlNE PAGE IS 
OF POOR QUALITY 
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- centered on the absissae: 

- of base 2/NT0 - of height 1 - of area, including the  related secondqy  sacks, e(*-zzl*& 

The noise energy u2 I s  therefore the sua o r  tt- er-erg cf ccm- 
responding t o  t h e  central lobe,  2nd t o  the energy k z  ~ c n e = - - - ~ - -  -r 4- 

t o  the areas  del ineated by the  lobes  a t  absiqsae we&+ iz. =kg 1 

'A 2 . *  

c 

2 .  

curve A ( w ) ,  the  product of the  s p e c t r a l  e n e r a  d e e Z t 7 ' L  ci "t;s. 
noise before smoothing by . the  energy response functicn In cf 

A 

frequency of t h e  e l e c t r i c  f i l t e r ,  . If B I S  the' a,-- ** - 
quency transmitted by this f i l t e r ,  it I s  sufficien6 then ''Y-IiS ZLe . .  rsmpiing incerva i  oe such that:  

-* 1 
- - > B + v , + g ~ '  % .. . 

for the uz t o  be equal t o  c r i ,  t h e  minimum noise.energy that YC cc-3 
have in the absence of sampling. a .  

I n  the  general  case where A(v) does n o t  v M s n  t;ezu& 2 " ~ y t t z  
value,  we could evaluate,  e i ther  d i r ec t ly  o r  i n  gra33lczl_ Zcz= fza 
Figure 10, the  l o s s  of information represented by the rad%= ks& 
as a function of T. Such an eva lua t ion  is carrled OK% *s sectfcz J .  

In the  case of smoothing by i n t e g r a t i n g  over a fl.nlte -e, 
seems t o  be preferable t o  electric smoothing. 

I 

c. Remark; case of a DC signal. 

As the function g(t) is, i n  the  case of .a DC' si-, re, -T--. L*CL& 
G * . :  

vi11 . . I '  ; , Equation (95) becomes: 

. .  
2 result that was already obtained elsewhere relative to the stx~= 
summation (Equation 60). 

\ .  
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. -  

C .  Quant izat ion of the Amplitude. 

c. ? 

This question has been treated by seveeal auGlxks ELs, ZkI, -J: 
in particular by Bo Widrow [35], to  'whom the follow5n~ res65s k?k .!>? 
attributed. 

- + - - .. .. 
. 'C .) . 

3.:' . .  
- b  - .. _ .  . 9 .  , 

. .  -. . 

~. The nonlinear quantizat ion operator has. the. efr'ect 0: L T w  
.. .--.--. 

; : 
: . 0 .  an additional noise: 

~. . 
._ . mm);: 1 *. 

, .  

-Y,=L--lt. I . 
I . .. i . .'*A - 

. .  
. .. , : , >-: 

. '9 .-- 

* .  . -$. -: 
- ,  

which In general is  correlated with \. 
r., . . 

. .  . . '  -. 

Meanwhile, when the quantization step q is SuffXct=ZtiF S Z C L  

relative to  the range of variation of the noise 9%. t:.~, .. c f sec  af 
. *  

correlation is practically zero, and e v e r s m g  FrQceetis 

quantization operator behaved as an aeaitional ,source or..rcfst 2 . ~ 5 ~ -  . . 
pendent of Yk. 

tha t  : 

f-cD'c== Ir-- . .  
. .  . e !  

Under these conditions, the pro3.abi3itF 6-32s ci - .. . 

Yk is uniform over the Interval - q/2 to + 4/2 .and"€s .zero 'ce3az9 .~ . .  
;- 

- 

From this we deduce the average value and the stank*  C f i t f o r n  
* .  . 

of Yk with the use of the definit ions:  -. 



which give: 
L. 

Y‘ - 0 :  

We put ‘.a,,=ol t o  emphasize 
that it consists of a standard 
deviation due t o  quantization. 

In the case where y ( t )  I s  

that is, 
Q 5%- 

gaussian, a l l  t h i s  I s  applied with a very iood a p p v z k z C % ~ = ~  it== 

the  quantization s tep  i s  less than the standard devlzkion 

‘: 

oi ~ c C t ) :  

After quantization, the total noise 
- 

’v; = 01 + Pb.: - I  

with a standard deviation of 
4--4 

thataffects sk is: 
. .  

which approaches a0 as the r a t i o  q/o0 becomes s e e + .  

P(Y,) and P(Y& 

F&kez??~z?e 
the probability density P(yk l )  I s  equal to  the ’CanvplW’ *A&n -*---+ y t  A-b4 

Quantization and Summation. 

Prom the preceding w e  can eas i ly  deduce the statist&& grcip . .  
ertiea of the average: 

where L I s  the quantified value of 1 i ’+ y at..%Iie’&~scLs& 
. This is .t’& 

type  of average that we take when w e  are perfomxhg’tbe c . u n ~ ~ k . t t f o  

P P P P 
I, 4 kt t P(R’- 1);. with k constant and ( n - 1.) f 

. .  
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. .  * 
* I  

. .  

As the random variables Y are independent, the p ~ 3 a 2 2 Z L C z  P 
d e n s i t y  P(Y,) of YN I s  equal to the result of tbe convoX~%%n GF5Z-d 
of P(Y ) with i t se l f ,  carried out (11-1) times. . h other xarc%,. tEe ' - 
Fourier transform, or the characteristic functipn 

P 
. .  

is equal t o  the X t h  power of the characteristic funcz-n #(c> cf lX? 1: P -- - I  

a .  . 
. .  a .  (+r -. ' .  .- .: * . * '  :.; . .  

bo(~hlP Idu)p! - - : 

.. .. 
We see I n  Figure 12 where P(Y,) is sk~kri.i?or C r i r e r P z Z  vaces Qf 

!J, that t h i s  probability density very rapidly ap-,roachss k gz-zs~Zzzk 
c u w e  as N increases. 
comparing P(Y,) to the gausslan distrlbution*h&zing the - ZTEZ-Z 

value and the same standard deviation, by means of a deveXarzs=t 'YT 
Gram-Charlier [13. 

This can be sho-m quurtitat2ve3 f33, =T* 

* *  

c .  
Under these conditions, we could i m e d i a t e l g  ,enl&te tke e y e  

The total noise, af+,er quantization ~ d , s ~ t i o z ,  2s t'2c sum 
of the width of the quantizatioa s tep  G oi Che final s+@-tc-zcZse L *  - 
ratio. 
af two independent gaussian noises: 
is given by Equation (60) and (621, has the value: 

the phpicai*iEdise kzusc &&z= . .  



and the quantization noise, with 
the energy equal to: 

.. 

This resultant nolse I s  also 
Gaussian with a standard devia- 
tion of: 

a1 saziziles- ' The rat io  U& is practlcal- 
ly independent of 11, and we will 
designate it by diu, e' 

have In the absence of quantization: 
being the standard deviation'that xe 3m-G 

This quantity i s  shown i n  F i g u r e  1 3  as a m e t i o n  aP k,,& t?,t 

We see that there 2s ILfZLe Zcs 

- 
r a t i o  of the standard deviation of the noise  .In the ~ ~ C G F Z C Z  

width q of the quantization step. 
b e  gained by taking q smaller than bo. 
deviation a' I s  greater by no more than 41 than lt.Psoac3 ke frr -tke 
absence of quantization. 

t l  

Porq ACTO, the I"fnnT stzriZa 

D. Pre-Smoothing and Quantity of Data to be Used, 

essent ia l  role of the f i l ter  that preiedes recay-- fs, i 

k'c have seen, to reduce to a minimum the  quantity of Czta tc ~3 

in the calculations.  
skom up In two complementary forms: 

T h i s  reduction in the pU%Ltz  02':zseftL ZS2, 

the sanpling a'p;f tlie qxmt2z 
. .  

c 4  ",on. 
dltlonal notse. As far as the sampling is concez-hed, the f i t e s ~ ~ Z  
T, corresponding to  a given value of such an excess noise, Zs rsq 

Both of these operations have the effect of 3ntm+cb-  a Z T  . .  

ORIGINAI; PAGE IS 
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. .  nearly inversely proportional t o  
the bsndpa88 B o f  the f i l t e r .  On # 
the other hand, as far a0 the 
quan5lzatlon is concerned, the 
step q 1s noticeably proportional 
to m. 
operations show that there i s  an 
advantage Zn using a f i l t e r  w f t h  
8s narrow a bandpass B as pos- Figure 13. Retat5~e h z ~ ~ a s e  a 

. ' I*p* e -  . . 

' . .  . , *  ,.. . On balance, these two 

the stan-d aev5atw GI $ 2 ~  
noise due to auaSlzetLa,  s i b l e ,  but not 300 Close to  the 

inverse of the observation dura- 
.- ~ . 

tlon (by reason of the transient 
range 1 

* 

On the other hand, from the fact that.th.e S w l i n g  ztsfze -& 
t h a t  o f  quantization are Independent, the s t a n b x  6sla5fc,z si. %be%; .. ,-;.;'.<. 
sum is equal t o  the square root of the sum of t4elr energies. it . 
therefore 18 useless  t o  t r y  and reduce one noticeab$3 =re t*Z%z%ke' 
other. 

4 ,  

- 

Given the characteristics of the filter,, an& the acceStz3le 
excess noise energy havfng been defined, the valkes oi T ~2 t czn' 
then be deduced. 
ratio and the duration of observation, we can . .  thereLoore eriCsaZe Z3e 
quantity of data to be recorded. 

Taking into  account the i f i t i ax  si@aX=to--,r~fise 

. ,. 

- 65. 



VXI. SMOOTHING BY INTEGRATING OVER A LIXITED PAXGZ- 
a .  . .  

The use of an electric filter as a mans of pre-a=cbc+c+.'Z.%~ 

represents a two-fold inconvenience: "endoxed" w i t h  a t k u z  ~ . = r & ~ & ~  
such a filter has an effect on the characteristics b7 eq2z.3s&z Z 3 e s ?  

signal and by having a non-limited tenqorar;l t a t  czz t q  
annoying I n  case of external noise. 

There exists  at least one f o m  of smothing h a t  a% z z z  
time performs the sampling function, and which koes n o t . ' b ~ e  Z ~ s c  
defects. 
into a function l(t) fomed of discrete equ5dSstabt . .  FO~X&S a5 f--=r- 
vals T such that: 

It consists of transforming the contknuous f-=ctfc=1 ?={t) 

. .  
C . .  

The point l(t, + kr) is obtained as the result'oZ LL* *, p-LI--  r l - e  -uliy3 . .  
fo(t) in the interval 7 about the point to + kr (.E"lgre lg), 

. .  
In practice this situation can be realize&, e&Ze, bz 

mans of an analog-digital converter based on. a prfncf2L.e af c a z ~ e r l  
i n g  a voltage into a series of pulses which is pro;?oz=t3ozzi f,c ft- 
By accumulating these pulses in a counter, during the't=e -5enzI 
7 ,  we obtain a number prdportional to l(to + k%)- .Tixis '$ec-- 5 
f o r  example, been systematically employed by tho I k t i & +  %eo 
Astronomy Conservatory at Green BarA. 

. .. 

The transformation of fJt) into I(*), abo-re, fi =act 
sepresents the combination of the following two. qperatfions: 

. '  
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. .--- 

is  a sampling, with steps of 
?- XTJn - 1);' over interval 
L, I <to + hTo: (section VI-B, 

Equation 90). . 2 .  

A. Properties of Linear 
Smoo thinq. 

Equation (107) can be 
written as: 

-oror- pq > t I' 
- I  

I .  

. . * - . - - :  

r 

range 
. * .  

We therefore have, by putting &) P (lli) 
3 I. 

and l inear smoothing of the gain: 

a. Effect on the signal. 

.\ 

.C  

. .  

Since the gain is  real, the sinusoidal ~ a y e  fs reiproCzzc%Z e:-% 
out phase s h i f t ,  but with an amplitude reduced .by. a r k o  o+ &-=a- 

b.  Effect on the noise.  

' .  

. '  
-1 

*I ~ ' .- A t  every point, the standard deviation ax is* glven'exscfly $3: - .  
. L -  

**T-.- . .  
where A(u) i s  the spectral energy density of tne noise 
of t h e  integrator. 
If A(u) is practically constant In the f'requencg'inte- SieX 

E% %%e 
Such smoothing by integration c;a'kes sezss c- - - 

P' - 



good approxlmation, we have: 
. .  . 

where A, i a  the  spectral energy density or tne no+se.aC ~ ” r e S ’ ; ’ q  zez 
* . *  .. . . .  

By the way, w e  obtain just  such a stan- d&viat%m Wken -& 
integrate a DC signal over a t i m e  1ntemal.r- . .  

. .- 

First of a l l ,  we have to note thzt the.use,”ul, obsemzt*fi3 h z -  
.ksca-zs% cL‘’%lz tlon I s  no longer T * “To but a T’ between T 8sld 

fact  that the two ranges of integration zt tbe ehrsities of z ? ?  
interval of observation could be truncated, hence, uxmss.Ee- 

‘ .  

.. * 
(This amounts to an effect analogous to .tat t z d i e s t  TeGas 

i n  the case of a physical f i l t e r . )  In fact ne’.$eneral$i -&=ye T =rtel 

smaller than T and t h i s  correction wi l l  be o a l t t e d  i.n.tbe iolXc-PZssg 

The function lo(t), the result of a lbear  .=oZl+~  OS rcCt], 
by l i m i t e d  range Integration, i s  then sm&d,.per Zqtz.a%f= C X G S ) . ,  ’ 

* .  ’ 

. . .  

and convoluted with: 

The equations of sect ion VI-B are directly a?plfcaBPe 23 
i n g  fo(t)  by lo(t), and i n  particular,  A(u) by:. 

. .  

After in tegra t ion  over the l imi ted  ranger 8w:4gv.Gz k m m  
t i o n  with a sinusoidal wave, the standard deviation o at U *gabt 
is  then given by: 

. f  

€8 



, 
, , .  . 

which we have represented with a hatched area fn ?igu=r~+'zs.. 

When the interval of observation XTo I s  q e h  g?ezter CLz.z.r, 
which i s  generally the case, the width of the ha~clizar&C ICSs 'ls ' 

negligible and Equation (112) can be written, with vew gc&i z i p  
proximation, as: . .  

. .  * . . .  

The m i n i m u m  noise energy that  ne would.have in an 3,.n%eszvsl 0: 
~ .- --. 

'- . A. . .  
approaching zero, is: 

, 0 % 7 = ;  

- - - - -  - . 

and taking Into account that the energy of the sfgnalis a-zs ze 
by the ratio: 

. *  I 

- .  . .  

. 
the re lat ive  excess of noise as a f u c t i o n  of f is .- Gre.= 5y: 

? .  

. .  *. 

*.i.*: 3. . .. I . $1  . .  Figure 16' represents the r a t i o  ae/an as- a 'f+ctZon of =/T, 

_. . the nunber of  integration ranges per period of the s*a?so*--- Ace- Y2,Ft- - - .- - 

From Figures 13 and 16 w e  can therefore debersrfr,e tbe c = & W  , .I.. . '  



* ,  I ' 

. . r .  

ef fect  of the quantization and 
the sampling inherent In lntegra- 
t lon over a l i m i t e d  range on the 1=,0 

f ina l  signal-to-noise ra t io .  
Xaving plotted on these figures %as 
the  ordinates corresponding to 
selected values of ao/q and TOI-r, 
we form the sum of the ir  squares. 

x 

As we have seen In section VI-D, 
the square root of t h i s  sum i s  

Tiwe 16, KilaT;& JacFLcs frs 
the stulewd d e ~ S . t f o z  'cf "t'= - 
noise as a functfon uz t ~ e  z z z f o  
T ~ / T  of the .pefiosX-oC tke sZ+& 
to the width'of tae' 'Wsex 01 

equal to the rat io  aT/um, that 
of the f inal  stmdard deviation 

Integration'. - .  . a  * .  over  t h a t  which we would have 

found i n  the absznce of sampling 
ana quantization. 



VII. AUTOCORRELATION 

This non-linear operation is considered herk only fa2 It'= 
AmCC.- -La 

of' completeness, because it is much less effiof4ni t-5, cu -ru*L1,aa 
o(t) - (qm,) 
n t l o n  about the phase of this signai. 
process presents  the advantage of  being able *o be &lk3 h%;?=& 
e n t l y  of any i n i t i a l  knowledge of the  period Fo =, l/uo 
and I t  allows us to evaluate To. 
e s s e n t i a l l y  as a process complementary to con.toiutLcin, w-f i c3  UG-XS 

us, due to its  initial approximation of To, to, use' the fattez, . 

Im, t Furthermore, it involves lOSS* o 
On t he  6tber tiad, szzk z 

As such, autocome 

. .  

. .  
the sum of the  autocorrelation function of the s igna l  om L t-e 
noise, with: I. 

. -  
' I  

. .  
f l c l e n t l y  large T (of the order of the inverse of $he pk&asq:af the 
f i l t e r ) ,  this function approaches (Sj2) coe 4=r, +. , ':? > . *  Fro= Y;Lzs*pre . .& T . 

, f. I -, 



deduce vo and S. 
iva lua te  pJ.t) independently 
e i t h e r  by calcuXation or from 
recordings of the nolse alone, 

i n  order t o  obtain p&) d i r e c t l y .  

We could f u r t h e r  

~ and t o  subtract It from pt,(rf 

The I n t e r v a l  of observa- Y i g u r e  17. '. Ak:ocome7Lk%fc= 2zz- 
t i o n  is  i n  fact l imited,  and t i o n  of the. s a  ol" t k  sL-zf~X 
t h e  r e s u l t  is, on the one hand, 
8 d i s t o r t i o n  of p,(r), and, on . .  . .  
t he  other  hand, a c e r t a i n  d ispers ion  6(~ )  of 'the,&Iues .'of gq 

a .  . .  
r e l a t i v e  t o  the  average p k ( i ) .  This dispers%on"is, fxr &re&, & 
function of f ,  since t h e  I n t e r v a l  of observation on uK& 

.. 
dq . fe 

evaluated, is I t se l f  a function of T: . .  . .  

. .  
r.' '. 

It therefore  seems t o  be d i f f i c u l t  t o  evaluate the :s';citf.s"tf-czil 
proper t ies  of S'  obtained as a square root of the azQHt-&e cLD && 

Y. W. Lee [I63 has s tudied  the p a r t i c u l a r  Case &5ze, m.t% ' 

. .  

on? hand, f ( t )  is sampled a t  random i n t e r v a l s  sufEieStrrLyiy C C e - s a  

t h a t  t h e  values of the  noise  should be independent, &de, OIJ 5% 

hand, t he  number of po in t s  n sampled for cvaluatts-, sxi)_ , Lz ++, 

i 

L A  

same regardless of t. Under these  condi t ions,  be bas eva-ateZ $he 
* *  

standard devia t ion  aA of the values  of 
and ha5 compared the r a t i o  S/eA to the i n i t i a l  signzl-%o-zc2se 

id:) r e l a t f v e  to tZ=r ZT&%?Z 

* .  
. r a t i o  S/a. The quantf+,y: 

S'iC. 
Slo . *  qA--' 

which expressed the degree of improvement i n  "visib%LftyR sr ,,t s: 
x l  r e l a t i v e  t o  noise ,  provides one indication' of the &&i ec'zfera 
b:~ autocorrelat ion.  Y. W. Lee has shom that. .gA is both z ixGycC%Q 
and of S/a, and can be less than 1 when the n a e r  of paqzts -3, 

l a  Insu f f i c i en t ,  t ak ing  S/a i n t o  account. Pareover, co=ga==C'to k 
3 .  
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coavolution with a sinusoidal wave, carrfed bqt. l i?W 
sampling conditions, autocorrelation leaCs to a. 
which l a  greater as the i n i t i a l  signal-to-noise =%io 23. ~ZZ&:%=- 

For example, for S/a = 0.1, we need 100 tfPes "re p%%3'2.z.%-Ze 

second case than I n  the first 

szze rzzi%m 
o l  "f=LZZ2t7" 

. .. . 

in order to oitaln the s+zk a= La, 
* :  : *, . .  * .  

Finally, we f ind I n  [17] the followha; eqnatfm:. I .  

. .  . 
cx7ressing the relative gain of the convolution 'dtB'.=.eee'cL, 50 &A- 
cor re l a t ion  in the case where t he  sampling is.perioafc, szxc ot%r 
i n i t i a l  conditions remain the same. 

* .  

.. 5 .  .. . 
. . .  



random function; 

* >  

I.. 

, -  

As t h i s  cbrrelation coefficient is defined by tbe n s r = z &  . % b  ,? 
quantity: ... 

. .  we should evaluate: . .  

with t h e  average taken over an ensernble of trials’ . .  0 3 t a e d  b7 F a z . =  

the central posLtion to of the window h(t-t;,) Protk--.to *oo - 3E: 
Equation (13)  written as: 

--- - - . .  

. .  , 

Now we p e r f o m  a change In variables: 

w e e i t .  
wf;ich Leads to: 
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The second integral I s  the scalar ?roduct: 

h(r  + Z- 6 -2) l (5  r d >-. _ -  
of two real functions. We can therel”o=le ex?resS it In %‘r;S i C 7 -  CZ 1 

a scalar product of t h e  Pourier transfom of one ~ZKI 
of the Pourier transform of the other C23: 

Cs-,’--X 

I 

. v.. - 

- - 4  

Now, with the change In variables: 
- d -  .- e =E-%. 

Equation A-8 can be written as: 

with, analogously to Eq-Jation ( 7 )  : 

?inally : 



We can verify that ,  by s e t t i n g  T = 0 ,  re ZaCeed. ‘-?e C?-z L a d  

AF2lication to t h e  Case aP Convolution uith a S k - ~ = 3 i C z Z  -- a i 7 2  -6-2 
Limited Recording Duration. . ‘  

The preceding is appl ied  t o  the pzrtfcuaw case cci.zsfCez~ 2 
scctim, 11: 
T, is convoluted w i t h  

t h e  recording of t he  noLse x (t), 033~351,  G s  z I-%= 
0 

de) =& (t,T)  COS^^,:; Under t*k,ese c c z ~ 5 f c ~  : 

By replacing i n  Equation A-9 the fusctions Sa-(+ z r 3  3i,i-! - ti 
J 

their values,  we obtain: 

Xeglecting t he  c ross  t e r m ,  which is s-dler as T I S  ~e.z%t.= E 

a t i v e  t o  l/vo, and as we have seen i n  section =, tkis*--z&fxi zz2 
t h e  approximate form: 

. .. 

. .  - - _  .- 
R(z) + W%) = cog 2-,t 

’ i L- 



2. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

- A d  ---- 
--** i: 

Arsac, J., Transformation de Foa‘ier et 5%~’’ e.. as 4- It, &- 

t l o m  (Fourier transforms and distribat’Lor-, t%3.=r?)- w--s 

1961 . 
No. 61, 1960, p .  218. 

- -  
Arsac, J. and J. C. Simon, AM. 9zidio6lectrfci56- rC,- z, 

Biraud, F . , Communication privge (;>r€vate C S ~ ~ C ~ ~ ~ C = ;  - 
Blanc-LzPlerre, X. , dzm Canpl6sr.ents Ce Ya%kSz%:.Zq~s :L 

Ccr?lcments of Matheratics), 
Angot, Chapter 9, 1961. 

p .  176. 

2d. 3eme d ’ Q t f q ~ = ,  33 A- 

-n - f c r  Blun, PI., I. R. E. Trans. Information 5%- ~ ~ 0 2 ,  2io- J, +I-, 

Comes, J., Thbse (Thesis). Ed. R e v u e  a*CQtfqKe, VcL- 7 2 ,  

Comes, J .  and V. Nozal, J.  Physique et l e  EWihzi~, YGI- 22, 

C. R .  C. Standard 1-lathematical Tables, ChelTiiczl-Xu3:ez 

1961,  P. 359. 

Publishing Co., 1959. I . .  \ 
I 

10. Goldnan, S . ,  Frequency analysis,  aodulation an6 zafse- F2L-z- 

11. G r l v e t ,  P. and A. Blanquike, ’Le b r e t  de rop3 (kz~c-&=x-~Z 

E l l l ,  1948, p.  336. 

noise). Rzsson, 1958, p.  351. 
T, - -- 12. Z a r r k g t o n ,  J. V. and T. F. Rogers, P. I. p. E -  4 3 ~ -  2: ,  ~ e -  

10, 1350, p.  1197. 

13. Rowson, B . ,  Konthly notices. Vol. 125, ?To. 2; 1453, ;- ZTT- 

14. Xcole, J -  and J. Oudin, Xnnales T416co=. TOTI. 7, :is- f, 25-52, 
P =  99. 

?-I  k - -  
- 3 .  

16. t e e ,  Y .  W . ,  Statistical Theory of Co’Lsunicatio~. J 0 - k  X%L~T, 

Xosyakin, A .  X. ,  Automatika i Telezekhar&ka, 801- 22, I=. $, 
1961, p.  722.  

1960. 



17 9 

18. 

19 

20, 

21. 

22. 

23. 

24. 

25* 

26. 

$ 2 7 .  

28. 

29. 

30 

31. 

32 

Lee, Y.  W . ,  T .  P .  Cheatham and J. a. Wlesner, P. I- 2- 2- 
Vol. 38, 1950, p. 1165. 

Lee3, A .  B., I. R. E. Trans. Inforration 

Lequeux, J., E. LeRoux and M. Vino'm, CozqZes F e z & ~ -  - -  r ~ , .  

IT-2; - AS;=, --/ F- 

2'9, 1959, p *  634. 
Lequeux, J., Ann A s t r .  V o l .  25, !;om 4 ,  1962, 3- 222. 

- /  

Lequeux, J., Notes et  Infornation. 701. IZ, 1552, 2. c 

Mckdam, W. B . ,  integration methods i n  Xaaio tstmz.zaz~2- 23L. 
Interne Cavendlsh Lab,, Caabridge, 

Moltshan, C. M., V. I?. Pissarenko and X. A. S - i z o ~ z ,  Z%c;=Z~sfc  
J. Vol. 8, No. 3, 1964, p .  319. 

Petit ,  M., A n n .  T6l6comn. 

Rocard , Y. , Dynamlque ggne'rale des 7iz,rs2fsms ( G s u m z z  S7r=tca 
of vibrations).  Masson, Vol. 200, 1449- 

Ryle, M., Nature. '101. 194,  1962, p. 517- 

V o l .  17, Xo. l l -L2,  25g2, >- - S ~ T -  -- 

Ryle ,  M. and A. liewish, Monthli Sotices. Voi. 126, Z Y S C ~ ,  c -- ;e Z 

Shannon, C. E., P. I. R. E. Vol. 37, 1949, 3- IG. 

Shutter, W. L. H .  and G. L. Verschucr, Xont'hlr S~tices- T=L 
127, KO. 5, 1964, p.  387. 

Sckdartz, U .  and H.  Van Moerden, Xeidelberg .A&id~t?e &e=. 
Ylssenschaften. Vol. 2, 1962-1963, p- 107. 

Steinberg, J. L.  and J,. Lequeux, Radio-astroziose- - L-;LS~, 
1960, P. 97.  

Engineering). Paris, 1959. 
Vinokur, M . ,  Thkse de Docteur-Inghieur (Doctorzl tkssfs f=r 

33. Vlnokur, M . ,  Sational Radio Astronoqr Observatory. ?&-Xcztfc 

3 L .  

interne (internal publication), 1961. . 

Watts, D .  G . ,  P .  I. E. E. Vol. 109, h'a. C L5, 1552, 2. 2C3, 

35. -didrow, 3 . ,  I .  R .  E .  Transactions on (Xzcu2t Taeaw- - *ax. C=. 
110. 4, 1956, p. 266. 

. e .  

3 6 .  Xlener ,  I?. , The Interpolation, Extra?olation azz3 2 x m t - U  a," 
Stationary Time Series. John Wilep, 1999. 



37. Yadavelli,  S. V., P. I. E. E, E. 1963, p. Ec5- 

38. Zadeh, L. A ,  and J. R. Raggazinl, J- of kpp2ked F~;3sks,  TGL 
21, 1950, p.  644. 

-3 ta 



Reproduced by Nm 
National Technical Information Service 
Springfield, VA 221 61 

llris report was printed specifically for your order 
from nearly 3 million titles availab/e in our collection. 

For economy and efficiency, NTIS does not maintain stock of its 
vast collection of technical reports. Rather, most documents are 
custom reproduced for each order. Documents that are not in 
electronic format are reproduced from master archival copies 
and are the best possible reproductions available. If you have 
questions concerning this document or any order you have 
placed with NTIS, please call our Customer Service Department 
at (703) 605-6050. 

About NTlS 
NTIS collects scientific, technical, engineering, and related 
business information -then organizes, maintains, and 
disseminates that information in a variety of formats - including 
electronic download, online access, CD-ROM, magnetic tape, 
diskette, multimedia, microfiche and paper. 

The NTlS collection of nearly 3 million titles includes reports 
describing research conducted or sponsored by federal 
agencies and their contractors; statistical and business 

' 

information; US. military publications; muftimedia training 
products; computer software and electronic databases 
developed by federal agencies; and technical reports prepared 
by research organizations worldwide. 

For more information about NTIS, call 1-800-553-6847 
or 703-605-6000 and request a free copy of the NTlS 
Catalog, PR-827LPG, or visit the NTlS Website at 
http ://www.n tis. a ov. 

Ensuring Permanent, Easy Access to 
U.S. Government Information Assets 



US. DEPARTMENT OF COMMERCE 
Techndqy Administration 

Notional Technical Information Service 
Springfield, VA 22161 (703) 605-6000 


